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Abstract

The COVID-19 pandemic continues to have a devas-
tating effect on the health and well-being of the global
population. A critical step in the fight against COVID-19
is effective screening of infected patients, with one of the
key screening approaches being radiological imaging us-
ing chest radiography. It was found in early studies that
patients present abnormalities in chest radiography images
that are characteristic of those infected with COVID-19.
Motivated by this, a number of artificial intelligence (Al)
systems based on deep learning have been proposed and
results have been shown to be quite promising in terms of
accuracy in detecting patients infected with COVID-19 us-
ing chest radiography images. However, to the best of the
authors’ knowledge, these developed Al systems have been
closed source and unavailable to the research community
for deeper understanding and extension, and unavailable
for public access and use. Therefore, in this study we in-
troduce COVID-Net, a deep convolutional neural network
design tailored for the detection of COVID-19 cases from
chest radiography images that is open source and available
to the general public. We also describe the chest radiogra-
phy dataset leveraged to train COVID-Net, which we will
refer to as COVIDx and is comprised of 5941 posteroan-
terior chest radiography images across 2839 patient cases
from two open access data repositories. Furthermore, we
investigate how COVID-Net makes predictions using an ex-
plainability method in an attempt to gain deeper insights
into critical factors associated with COVID cases, which
can aid clinicians in improved screening. By no means a
production-ready solution, the hope is that the open access
COVID-Net, along with the description on constructing the
open source COVIDx dataset, will be leveraged and build
upon by both researchers and citizen data scientists alike to
accelerate the development of highly accurate yet practical
deep learning solutions for detecting COVID-19 cases and
accelerate treatment of those who need it the most.
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Figure 1. Example posteroanterior chest radiography images of:
(a) bacterial infection, (b) non-COVID19 viral infection, and (c)
COVID-19 viral infection in COVIDx dataset.

1. Introduction

The COVID-19 pandemic continues to have a devastat-
ing effect on the health and well-being of global popula-
tion, caused by the infection of individuals by the severe
acute respiratory syndrome coronavirus 2 (SARS-CoV-2).
A critical step in the fight against COVID-19 is effective
screening of infected patients, such that those infected can
receive immediate treatment and care, as well as be iso-
lated to mitigate the spread of the virus. The main screening
method used for detecting COVID-19 cases is polymerase
chain reaction (PCR) [ 1] testing, which can detect SARS-
CoV-2 RNA from respiratory specimens (collected through
a variety of means such as nasopharyngeal or oropharyn-
geal swabs). While PCR testing is the gold standard as it is



highly sensitive, it is a very time-consuming, laborious, and
complicated manual process that is in short supply.

An alternative screening method that has also been uti-
lized for COVID-19 screening has been radiography exam-
ination, where chest radiography imaging (e.g., X-ray or
computed tomography (CT) imaging) is conducted and an-
alyzed by radiologists to look for visual indicators associ-
ated with SARS-CoV-2 viral infection. It was found in early
studies that patients present abnormalities in chest radiog-
raphy images that are characteristic of those infected with
COVID-19 [9, 6], with some suggesting that radiography
examination could be used as a primary tool for COVID-19
screening in epidemic areas [3]. While radiography exami-
nation can be conducted faster and have greater availability
given the prevalence of chest radiology imaging systems in
modern healthcare systems, making them a good comple-
ment to PCR testing (in some cases, even exhibiting higher
sensitivity [4]), one of the biggest bottlenecks faced is the
need for expert radiologists to interpret the radiography im-
ages, since the visual indicators can be subtle. As such,
computer-aided diagnostic systems that can aid radiologists
to more rapidly and accurately interpret radiography images
to detect COVID-19 cases is highly desired.

Motivated by the need for faster interpretation of radio-
graphy images, a number of artificial intelligence (AI) sys-
tems based on deep learning [7] have been proposed and re-
sults have shown to be quite promising in terms of accuracy
in detecting patients infected with COVID-19 via radiogra-
phy imaging [5, 12]. However, to the best of the authors’
knowledge, these developed Al systems have been closed
source and unavailable to the research community to build
upon for deeper understanding and extension of these sys-
tems. Furthermore, such systems are unavailable for public
access and use. As a result, there has been recent efforts
to push for open access and open source Al solutions for
radiography-driven COVID-19 case detection, with an ex-
emplary effort being the open source COVID Chest X-ray
Dataset, an effort by Cohen [!] to build a dataset consist-
ing of COVID-19 cases (as well as SARS and MERS cases)
with annotated chest X-ray and CT images, so that the re-
search community and citizen data scientists can leverage
the dataset to explore and build Al systems for COVID-19
detection.

Motivated by the urgent need to develop solutions to aid
in the fight against the COvID-19 pandemic and inspired
by the open source and open access efforts by the research
community, this study introduces COVID-Net, a deep con-
volutional neural network design tailored for the detection
of COVID-19 cases from chest radiography images that is
open source and available to the general public. We also
describe the dataset leveraged to train COVID-Net, which
we will refer to as COVIDx and is comprised of 5941 pos-
teroanterior chest radiography images across 2839 patient

cases, created as a combination and modification of two
open access data repositories containing chest radiography
images (i.e., [!] and [14]). Furthermore, we investigate
how COVID-Net makes predictions using an explainability
method in an attempt to gain deeper insights into critical
factors associated with COVID cases, which can aid clini-
cians in improved screening.

The paper is organized as follows. First, Section 2
discusses the strategy leveraged to create the proposed
COVID-Net, the architecture design of COVID-Net, as well
as the strategy used to create the COVIDx dataset. Section 3
presents and discusses the results of experiments conducted
to evaluate the efficacy of the proposed COVID-Net in both
a quantitative and qualitative manner. Finally, conclusions
are drawn and future directions discussed in Section 4.

2. Methods

Here, we will discuss the design methodology behind the
proposed COVID-Net, the resulting network architecture,
the process of creating the COVIDx dataset, as well as the
implementation details in creating COVID-Net.

2.1. COVID-Net Architecture Design

In this study, a human-machine collaborative design

strategy is leveraged to create COVID-Net, where human-
driven principled network design prototyping is combined
with machine-driven design exploration to produce a net-
work architecture tailored for the detection of COVID-19
cases from chest radiography images. Each of the two de-
sign stages are described below.
Principled network design prototyping. The first stage
of the human-machine collaborative design strategy em-
ployed to create the proposed COVID-Net is a principled
network design prototyping stage, where an initial network
design prototype is constructed based on human-driven de-
sign principles and best practices. More specifically in this
study, we leveraged residual architecture design principles
[13] as they have been shown time and again to enable re-
liable neural network architectures that are easier to train
to high performance, and enables deeper architectures to be
built successfully. In this study, we construct the initial net-
work design prototype to make one of the following four
predictions: a) no infection (normal), b) bacterial infection,
¢) non-COVID viral infection, and d) COVID-19 viral in-
fection (see Fig. 1 for example chest radiography images of
each of the four categories of infection). The rationale for
choosing these four possible predictions is that it can aid
clinicians to better decide not only who should be priori-
tized for PCR testing for COVID-19 case confirmation, but
also which treatment strategy to employ depending on the
cause of infection, since each type of infection requires a
different treatment plan.
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Machine-driven Design Exploration. The second stage of
the human-machine collaborative design strategy employed
to create the proposed COVID-Net is a machine-driven de-
sign exploration stage, where the initial network design
prototype, data, along with human specific design require-
ments, act as a guide to a design exploration strategy to learn
and identify the optimal macroarchitecture and microarchi-
tecture designs with which to construct the final tailor-made
deep neural network architecture. In this study, we leverage
generative synthesis [10] as the machine-driven design ex-
ploration strategy for generating the final COVID-Net net-
work architecture that satisfies the following human speci-
fied design requirements: (i) test accuracy > 80%, and (ii)
network computational complexity < 2.5 billion multiply-
accumulate (MAC) operations.

Network Architecture. The proposed COVID-Net net-
work architecture is shown in Figure 2, and available
publicly for open access at https://github.com/
lindawangg/COVID-Net. It can be observed that
the COVID-Net network architecture makes heavy use
of a lightweight residual projection-expansion-projection-
extension (PEPX) design pattern, which consists of:

o First-stage Projection: 1x1 convolutions for project-
ing input features to a lower dimension,

e Expansion: 1x1 convolutions for expanding features
to a higher dimension that is different than that of the
input features,
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Figure 2. COVID-Net Architecture. High architectural diversity and selective long-range connectivity can be observed as it is tailored
for COVID-19 case detection from chest radiography images. The heavy use of a projection-expansion-projection design pattern in the
COVID-Net architecture can also be observed, which strikes a strong balance between computational efficiency and representational
capacity.

e Depth-wise Representation: efficient 3x3 depth-
wise convolutions for learning spatial characteristics to
minimize computational complexity while preserving
representational capacity,

e Second-stage Projection: 1x1 convolutions for pro-
jecting features back to a lower dimension, and

e Extension: 1x1 convolutions that finally extend chan-
nel dimensionality to a higher dimension to produce
the final features.

Furthermore, it can be observed that there is considerable
architectural diversity and selective long-range connectiv-
ity in the COVID-Net architecture, which reflects the fact
that the machine-driven design exploration has tailored the
network architecture at a very fine level of granularity for
COVID-19 case detection from chest radiography images
to strike a strong balance between representational capacity
and computational complexity.

2.2. COVIDx Dataset Generation

The dataset used to train and evaluate the proposed
COVID-Net, which we will refer to as COVIDx, is com-
prised of a total of 5941 posteroanterior chest radiography
images across 2839 patient cases. To generate the COVIDx
dataset, we combined and modified two different publicly
available datasets: 1) COVID chest X-ray dataset [1], and
2) Kaggle chest X-ray images (penumonia) dataset [14].
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The choice of these two datasets for creating COVIDx is
guided by the fact that both are open source and fully ac-
cessible to the research community and the general pub-
lic, and as these datasets grow we will continue to grow
COVIDx accordingly. The distribution of images and pa-
tient cases amongst the different infection types shown in
Fig. 3 and 4, respectively. The most noticeable trend is
the limited amount of COVID-19 infection cases and as-
sociated radiography images, which reflects the scarcity of
COVID-19 case data available in the public domain but also
highlights the need to obtain more COVID-19 data as more
case data becomes available to improve the dataset. More
specifically, the COVIDx dataset contains only 68 radiogra-
phy images from 45 COVID-19 patient cases. For chest
radiography images with no pneumonia, bacterial pneu-
monia, and non-COVID19 viral pneumonia, there are sig-
nificantly more patient cases and corresponding radiogra-
phy images. More specifically, there are a total of 1203
patient cases who have no pneumonia (i.e., normal), 931
patient cases who have bacterial pneumonia, and 660 pa-
tient cases with non-COVID19 viral pneumonia. Dataset
generation scripts for constructing the COVIDx dataset is
available publicly for open access at https://github.
com/lindawangg/COVID-Net.
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Figure 3. Posteranterior chest radiography images distribution for
each infection type of the COVIDx dataset (normal means no in-
fection). (Left bar) number of training images, (right bar) number
of test images.
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Figure 4. Number of patient cases for each infection type of the
COVIDx dataset (normal means no infection).

2.3. Implementation Details

The proposed COVID-Net was pretrained on the Ima-
geNet [2] dataset and then trained on the COVIDx dataset
using the Adam optimizer using a learning rate policy where
the learning rate decreases when learning stagnates for a pe-

Table 1. Performance of COVID-Net on COVIDx test dataset

Params (M) | MACs (G) | Accuracy (%)
116.6 2.26 83.5

Table 2. Sensitivity for each infection type.

Sensitivity (%)
Normal | Bacterial | Non-COVID19 Viral | COVID-19 Viral
73.9 93.1 81.9 100.0

Table 3. Positive predictive value (PPV) for each infection type.

Positive Predictive Value (%)

Normal | Bacterial | Non-COVID19 Viral | COVID-19 Viral
95.1 87.1 67.0 80.0

riod of time (i.e., 'patience’). The following hyperparame-
ters were used for training: learning rate=2e-5, number of
epochs=100, batch size=8, factor=0.7, patience=5. The pro-
posed COVID-Net was built and evaluated using the Keras
deep learning library with a TensorFlow backend.

3. Experimental Results

To evaluate the efficacy of the proposed COVID-Net,

we perform both quantitative and qualitative analysis to
get a better understanding of its detection performance and
decision-making behaviour.
Quantitative Analysis. To investigate the proposed
COVID-Net in a quantitative manner, we computed the
test accuracy, as well as sensitivity and positive predictive
value (PPV) for each infection type, on the aforementioned
COVIDx dataset. The test accuracy, along with the archi-
tectural complexity (in terms of number of parameters) and
computational complexity (in terms of number of multiply-
accumulation (MAC) operations) are shown in Table 1. It
can be observed that COVID-Net strikes a good balance be-
tween accuracy and computational complexity by achieving
83.5% test accuracy while requiring just 2.26 billion MAC
operations to perform case prediction. These findings also
highlight the efficacy of leveraging a human-machine col-
laborative design strategy for creating highly-customized
deep neural network architectures in an accelerated manner,
tailored around task, data, and operational requirements.
This is especially important for scenarios such as disease
detection, where new cases and new data are collected con-
tinuously and the ability to rapidly generate new deep neural
network architectures tailored to the ever-evolving knowl-
edge base over time is highly desired.

Next, we take a deeper exploration into the current lim-
itations of the proposed COVID-Net by studying the sensi-
tivity and PPV for each infection type, which is shown in
Table 2 and Table 3, respectively, and the confusion ma-
trix in Fig. 5. A number of interesting observations can
be made about how COVID-Net performs under the differ-
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Figure 5. Confusion matrix for COVID-Net on the COVIDx test
dataset.

ent scenarios. First, it can be observed that COVID-Net
can achieve strong sensitivity for COVID-19 cases (100%
sensitivity), which is important since we want to minimize
the number of missed COVID-19 cases as much as possible.
While quite promising, it should be noted that the number of
COVID-19 patient cases available is quite limited compared
to the other infection types in COVIDx and as such a better
view of effectiveness will improve as more COVID-19 pa-
tient cases becomes available. Second, it can be observed
that COVID-Net achieves good PPV for COVID-19 cases
(80% PPV), which indicates a number of false positive
COVID-19 detections (as seen in Fig. 5, two patients with
bacterial infections were misidentified as having COVID-
19 viral infections). While this can increase the burden for
the healthcare system due to the need for additional PCR
testing, it may be at a reasonable trade-off given that there
are few false negative COVID-19 detections. Third, it can
be observed that the PPV for non-COVID19 viral infection
cases is noticeably lower than for the other infection types.
Fourth, it can be observed that the sensitivity for no infec-
tion cases is noticeably lower than for the other infection
types. Therefore, based on these results, it can be seen that
while COVID-Net performs well as a whole in detecting
COVID-19 cases from chest radiography images, there are
several areas of improvement that can be benefit from col-
lecting additional data as well as improving the underlying
training methodology to generalize better across such sce-
narios.

Qualitative Analysis. We further investigate and explore
how COVID-Net makes predictions by leveraging GSIn-
quire [8], an explainability method that has been shown to
provide good insights into how deep neural networks come

to their decisions. The critical factors identified in some
example chest radiography images of COVID-19 cases are
shown in Fig. 6. It can be observed that the proposed
COVID-Net identifies localized areas within the lungs in
the chest radiography images as being critical factors in de-
termining whether a radiography image is of a patient with a
SARS-CoV-2 viral infection, as shown in red in Fig. 6. The
ability to interpret and gain insights into how the proposed
COVID-Net detects COVID-19 infections is important for
a number of reasons:

e Transparency. By understanding the critical fac-
tors being leveraged in COVID-19 case detection, the
predictions made by the proposed COVID-Net be-
come more transparent and trustworthy for clinicians
to leverage during their screening process to aid them
in making faster yet accurate diagnosis.

e New insight discovery. The critical factors leveraged
by the proposed COVID-Net could potentially help
clinicians discover new insights into the key diagnos-
tic visual indicators associated with SARS-CoV-2 vi-
ral infection, which they can then leverage to improve
screening accuracy.

e Performance validation. By understanding the criti-
cal factors being leveraged in COVID-19 case detec-
tion, one can validate that the proposed COVID-Net is
not relying on improper information to make decisions
(e.g., erroneous visual indicators outside the body, em-
bedded markup symbols, imaging artifacts, etc.)

4. Conclusion

In this study, we introduced COVID-Net, a deep convo-
lutional neural network design for the detection of COVID-
19 cases from chest radiography images that is open source
and available to the general public. We also described
COVIDx, a chest radiography dataset leveraged to train
COVID-Net that is comprised of 5941 posteroanterior chest
radiography across 2839 patient cases from two open access
data repositories. Moreover, we investigated how COVID-
Net makes predictions using an explainability method in an
attempt to gain deeper insights into critical factors associ-
ated with COVID cases, which can aid clinicians in im-
proved screening as well as improve trust and transparency
when leveraging COVID-Net for accelerated computer-
aided screening.

By no means a production-ready solution, the hope is
that the promising results achieved by COVID-Net on the
COVIDx test dataset, along with the fact that it is available
in open source format alongside the description on con-
structing the open source dataset, will lead it to be lever-
aged and build upon by both researchers and citizen data



Figure 6. Example chest radiography images of COVID-19 cases from 2 different patients and their associated critical factors (highlighted
in red) as identified by GSInquire [&].

scientists alike to accelerate the development of highly ac-
curacy yet practical deep learning solutions for detecting
COVID-19 cases from chest radiography images and accel-
erate treatment of those who need it the most.
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